**CRIS Project: Potential Research Questions and Pertinent Information**

**Scientific Background**

*Using eXplainable Artificial Intelligence for Climate-Adaptive Crop Production.* Climate variability and change affect crop production by increasing the uncertainty of precipitation and temperature with critical implications for crop yield (Kukal and Irmak, 2018). Accurate short-range predictions of hydroclimatic factors and crop yield along with a robust understanding of long-term water sustainability challenges are critical for producers, policymakers, and researchers to increase the resilience of agricultural production through timely adaptation to risk from climate variability. Novel eXplainable Artificial Intelligence (XAI) frameworks are cutting-edge data-driven tools to derive insights for climate-adaptive crop production through rigorous data-driven understanding of climate impacts on agricultural water availability and effectiveness of different cropping systems. Explainability refers to agreement of predicted hydroclimatic factors and trends with real-world observations (i.e., fidelity) and ability to offer simple, transparent explanation of data-driven insights (i.e., interpretability) to facilitate information transfer to stakeholders (Chakraborty et al., 2021). Unraveling the underlying reasons why an Artificial Intelligence (AI) model makes certain predictions is a key challenge in the hydroclimatic and agroclimatic domains and is likely to encourage the adoption of AI by practitioners and stakeholders for high stake hydrological and agricultural decisions geared towards long-term sustainability and resilience of agricultural production. AI-driven hydroclimatic modeling approaches have advanced significantly in the past decade with a growing number of applications of artificial neural networks, support vector machines, adaptive neuro-fuzzy inference systems, regression trees, and random forest (Ardabili et al., 2019). These non-explainable or black-box models have been applied to project precipitation (Kang et al., 2020; Pham et al., 2020), temperature (Fan et al., 2021; Jeong et al., 2021), evapotranspiration (Ashrafzadeh et al., 2020; Ferreira & da Cunha, 2020), runoff (He at al., 2020; Feng at al., 2021), groundwater recharge (Sahoo et al., 2017; Kordestani et al., 2019; Miraki et al., 2019), and agroclimatic risks (Chemura, Schauberger, and Gornott, 2020; Shin, Kim, and Ha, 2020). Yet, there is a critical need for reliable, intelligent XAI frameworks to assess the long-term changes in the hydrological and agricultural processes. Reliable, high-accuracy predictions of agroclimatic risks under future climate conditions require: (i) development of robust AI data imputation methods based on sequential transfer learning theory to fill-in long data gaps from different data sources, and thus, overcome the limitations of the existing off-the-shelf imputation models for handling long stretches of continuous missing data; (ii) automatic synthesis and selection of suitable exogenous and endogenous climatic and temporal features over longer periods to accurately train the model for reliable projection of extreme hydroclimatic conditions (e.g., severe droughts or floods); (iii) algorithmic improvements through the application of hybrid probabilistic AI models – e.g. custom boosting models (Chen and Guestrin, 2016; Ke et al., 2017; Chakraborty and Elzarka, 2019a and 2019b) hybridized with a natural gradient approach (Duan et al., 2019; Başağaoğlu et al., 2021) – to enhance model accuracy and minimize and quantify prediction uncertainties; (iv) apply post-hoc explainability layers on top of inherently interpretable AI models (Chakraborty et al., 2021) to enhance the models’ trustworthiness and derive insights regarding the underlying physical processes; and (v) analyze the insights with visual tools and interpret the critical inflection points of hydroclimatic and agroclimatic features beyond which the agroclimatic risks and crop yields either increase or decrease. Thus, allowing decisionmakers and stakeholders to contemplate and prepare for all potential future scenarios, and overcome the natural barriers by leveraging the power of meaningful and trustworthy projections and insights.

**Sub-objectives: Approach and Research Procedures**

**Sub-objective 1.A:** Develop an XAI framework for agroclimatic risk assessment and adaptation in the Southern Great Plains, including the Fort Cobb Reservoir Experimental watershed (FCREW).

**Rationale Statement:** The climate of the Southern Great Plains is conducive to high levels of agricultural productivity if adequate water resources are available to cope with extreme climate variability. Understanding future agroclimatic threats to crop production is essential for adaptive agricultural water management and cropping systems. At present, there is no XAI framework for high-accuracy predictions of agroclimatic factors that affect crop production and agricultural water sustainability. The XAI framework is needed to test the effectiveness of adaptation plans and conservation measures in the Southern Great Plains using various available data streams.

**Research Goal 1.A.1:** Apply AI techniques to predict agroclimatic factors (e.g., reference crop evapotranspiration, actual evapotranspiration, soil moisture, runoff, surface water discharge, groundwater recharge, and groundwater levels).

**Research Goal 1.A.2:** Test the predictive power of XAI to provide short-range (e.g., season-ahead) forecast of crop yield and variability of agricultural water resources. Test the explainability power of XAI thru conditional probability assessments of the inflection points unraveled by the XAI, as described by Chakraborty et al. (2021).

**Research Goal 1.A.3:** Assess future agroclimatic risks to crop production in the Southern Great Plains by analyzing the XAI-derived inflection points beyond which the crop yield decreases and evaluating the chances of occurrence of such inflection points in the future.

**Development of XAI Framework Modules:** Modules that will be developed include automated AI-based imputation of missing agroclimatic data if necessary, deep feature synthesis and selection, novel hybridized AI models to characterize the inherent relationship between the agroclimatic variables, facilitate probabilistic predictions of extreme events and quantify prediction uncertainties. If necessary, custom grid-search cross-validated boosting models will be used to impute continuous stretches of missing local climate data from nearby stations via sequential transfer-learning technique. An innovative deep feature synthesis (Kanter et al., 2015) will be implemented to generate temporally lagged features to automatically select the most relevant features based on data autocorrelations and correlations with other data. The automatic selection of the most relevant lags for both the exogenous and endogenous variables will be done via a greedy search technique coupled with cross-validation heuristics by minimizing the squared error loss function. This technique will eliminate the need for trial-and-error procedures to select the best input for AI modeling. A hybrid boosting technique and natural gradient optimization will be used to reduce the prediction uncertainties via probabilistic predictions instead of deterministic predictions. The AI hyperparameters will be tuned using a k-fold cross validation process to produce more accurate models. The tuned models will be tested on an unseen portion (10-30%) of the original dataset and the performance will be measured using the correlation coefficient (*R2*) and the root mean square error (RMSE) metrics. We will apply a post-hoc model agnostic representation of feature importance, where the impact of each feature on the model will be calculated using a tool called SHAP (SHapley Additive exPlanations) based on Shapley values (Roth, 1988; Štrumbelj and Kononenko, 2014; Lundberg and Lee, 2017; Lundberg et al., 2020). In other words, SHAP integrated with the AI models yields the XAI framework to reveal how much each feature contributes - either positively or negatively - to the target and the average marginal contribution of each feature value to the corresponding target value. The XAI-generated explanations can be categorized as global (i.e., summarized relevance of the input features in the model) or local (i.e., based on individual predictions).

**Data, analysis, and interpretation:** The XAI framework will be built, trained, and tested on extensive hydroclimatic and agroclimatic data at different spatial and temporal resolutions, including: historical climate data from mesoscale climate monitoring networks, airports, climate data clearing houses (e.g., TerraClimate, gridMET, PRISM, and MERRA2); computed time series of hourly, daily, and monthly reference evapotranspiration using the Penman-Monteith equation and daily actual evapotranspiration from available eddy covariance measurements; available moisture data; surface water discharge data from USGS gaging stations and groundwater data; available groundwater recharge estimates from USGS and based on distributed watershed modeling using calibrated Soil and Water Assessment Tool (SWAT) model; representative concentration pathway (RCP) projections of climate change from Coupled Model Intercomparison Project Phase 5 (CMIP5); and the new 21st century shared socio-economic pathway (SSP) projections of climate change from CMIP6. These datasets will be utilized to generate accurate hydroclimatic and agroclimatic future projections using the trained and tested XAI frameworks described in the previous section. The proposed XAI framework could help us characterize the relationship between the hydroclimatic and agroclimatic processes, i.e., how they interact and influence each other. Such characterizations can be trusted by the end-users if the accuracy of the base AI models is high on the testing data and the explanations are tested via conditional probabilities. Higher accuracies and conditional probabilities signify that the model can recognize the unique underlying processes, and thus, its predictions and explanations can be trusted, respectively.

**Contingencies:** None

**Collaborations:** Dr. Debaditya Chakraborty, University of Texas at San Antonio, San Antonio, TX will develop the explainable AI modeling framework. Dr. Ali Mirchi, Oklahoma State University, Stillwater, OK, will assess short-range future agroclimatic risks (See letters of collaboration).
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